附件2                课程学习大纲
[bookmark: heading_8]AIGC大模型应用工程师（中级）
[bookmark: heading_13]第一天：多模态智能项目设计与开发
1.行业化AI项目规划：需求拆解、场景选型、技术路线设计（多模态优先）
2.数据处理进阶：多源数据整合（文本/图像/语音）、数据清洗、标注规范（适配大模型输入）
3.实战：搭建轻量化多模态内容生成工具（如“电商产品营销套件”：自动生成商品文案+详情图+解说音频）
4.自动化内容创作系统开发：
核心功能实现：基于用户画像的个性化内容生成（如根据客户标签生成定制化营销文案+配图）
Prompt工程进阶：指令模板化、多轮对话逻辑设计、歧义处理
5.用户体验优化：A/B测试方法、反馈数据收集、生成结果迭代（如文案转化率优化、图像点击率提升）
[bookmark: heading_14]第二天：AI Agent开发与业务系统集成
1.智能Agent基础：核心架构（感知-决策-执行）、知识库搭建（向量数据库应用）
2.实战：开发行业化AI客服Agent（以电商/企业服务为例）
功能实现：意图识别、多轮对话、常见问题自动应答、复杂问题转接
集成技巧：对接企业CRM系统、订单查询接口、售后工单系统
3.系统测试与优化：
性能测试：并发处理能力、响应速度、准确率评估
合规测试：隐私数据脱敏、敏感内容过滤、生成内容可追溯
4.低代码部署：通过钉钉宜搭、简道云等平台快速上线，建立用户反馈循环
5.成本控制：API调用优化、批量处理策略、免费/付费工具选型
[bookmark: heading_15]第三天：行业深度应用与商业落地
1.垂直行业案例拆解：
通用领域：办公应用
市场领域：合规化营销文案、产品说明生成、客户咨询智能应答
运营领域：新闻稿自动撰写、短视频脚本生成、多平台内容适配
2.API进阶应用：主流平台（OpenAI、文心一言、通义千问）API对比、批量调用、错误处理
3.商业模式设计：
AIGC盈利路径（SaaS工具订阅、定制化解决方案、内容生成服务外包）
市场定位与竞争分析（差异化优势打造）
4.合规与风险管控：数据安全规范、生成内容审核流程、应对欧盟AI法案/中国生成式AI管理办法
5.课程总结、项目复盘与答疑

[bookmark: heading_16]AIGC大模型应用工程师（高级）
[bookmark: heading_21]第一天：前沿技术与模型定制
1.AIGC最新趋势与突破：
多模态大模型（GPT-4V、Gemini Advanced）、扩散模型、AI Agent协作系统
行业定制大模型进展（垂直领域小模型、轻量化部署方案）
2.高级技术实践：
模型微调：LoRA/QLoRA微调方法、行业数据适配、微调效果评估
模型优化：压缩、量化、边缘计算部署（适配嵌入式设备/低算力场景）
大规模数据处理：分布式训练基础、数据标注自动化工具
3.前沿应用案例解析：
数字人领域：超写实数字人生成、直播脚本自动生成、实时交互优化
工业领域：数字孪生场景内容生成、故障诊断报告自动撰写、运维方案优化
元宇宙领域：虚拟场景生成、互动内容创作、用户行为预测
4.实战：设计垂直行业定制大模型方案（如工业运维大模型、医疗辅助诊断文案大模型）
[bookmark: heading_22]第二天：跨领域融合与大规模应用落地
1.跨行业融合创新：
AIGC+AR/VR：沉浸式内容生成、虚拟交互场景搭建
AIGC+数字人：智能交互数字人、多场景直播/客服应用
AIGC+智能运维：网络故障自动诊断、修复脚本生成、资源调度优化
2.大规模系统架构设计：
高并发处理方案、负载均衡、弹性扩容
数据安全与隐私计算（联邦学习在AIGC中的应用）
3.行业深度落地实战：
医疗领域（合规前提下）：辅助诊断报告生成、医学影像标注辅助、患者教育内容定制
政务领域：政策解读文案生成、政务咨询智能应答、办事流程指引优化
交通领域：路况分析报告生成、智能调度方案建议、应急响应文案自动生成
4.性能监控与持续优化：实时监控系统、模型漂移检测、动态迭代策略
[bookmark: heading_23]第三天：战略规划与生态构建
1.企业AIGC战略规划：
技术选型与路线图（自主研发vs合作接入、大模型vs小模型）
资源配置（人才团队搭建、预算分配、技术储备）
业务转型路径（传统业务+AIGC赋能、全新AIGC产品孵化）
2.新兴服务设计：AI Agent协作平台、多模态内容创作生态、行业定制化API服务
3.生态构建与合规治理：
合作伙伴生态（大模型厂商、工具提供商、行业客户）
AI伦理治理体系（生成内容责任界定、算法透明度、公平性保障）
政策应对（全球主要市场AIGC监管政策解读与合规策略）
4.前沿案例拆解与未来展望：
头部企业AIGC生态布局（如OpenAI、百度、阿里）
下一代AIGC技术趋势（AGI雏形、通用智能Agent、脑机接口结合）
5.项目策划与实施路线图制定、课程总结与答疑

《人工智能工程师》
一、机器学习概述

1.机器学习的概念          
2.机器学习库Scikit-learn
3.有监督学习与无监督学习  
4.机器学习算法应用场景
5.机器学习的一般步骤

二、聚类算法

1.聚类分析原理            
2.距离的度量
3.K均值算法              4.MeanShift算法
5.DBScan算法             6.层次聚类
7.实验：北京加油          
8.聚类效果度量
9.实验：客户聚类

三、数据降维

1.数据降维原理            
2.奇异值分解SVD
3.主成分分析PCA           4.其他数据降维方法
5.实验：数据降维

四、回归分析

1.回归分析原理
2.常用回归模型
3.实验：线性回归
4.回归模型评估指标
5.欠拟合与过拟合
6.岭回归与Lasso回归
7.实验：二手车价格预测

五、分类与预测

1.分类原理及应用场景
2.K近邻算法
3.决策树算法
4.过拟合与模型剪枝
5.支持向量机
6.逻辑回归
7.朴素贝叶斯
8.实验：预测鸢尾花种类
9.实验：预测客户流失

六、分类模型评估与超参数调优

1.分类模型评估指标
2.查准率与查全率
3.实验：客户流失分析模型评估4.超参数调优与交叉验证
5.网格搜索GridSearchCV
6.随机RandomizedSearchCV
7.实验：决策树+超参数调优

七、集成学习算法

1.集成学习原理
2.Bagging与Boosting
3.随机森林算法
4.AdaBoost算法
5.梯度提升树GBDT
6.XGBoost算法
7.LightGBM算法
8.损失函数
9.梯度下降原理
10.实验：使用集成学习进行客户流失预测


[bookmark: _Toc24112_WPSOffice_Level1]《人工智能高级工程师》
一、自然语言处理NLP

1.NLP概述
2.NLP流程及工具
3.中文分词
4.词性标注与命名实体识别
5.实验：提取文章关键词生成词云独热码与词嵌入技术
6.ord2vec原理与实现
7.实验：文章相似度对比
8.实验：文本情感分析
9.实验：简单问答系统实现

二、计算机视觉概述

1.什么是计算机视觉
2.计算机视觉应用示例
3.OpenCV介绍
4.图像基本操作
5.实验：人脸定位

三、神经网络算法与应用

1.神经网络概述
2.神经元模型
3.常用激活函数
4.感知机
5.反向传播原理
6.实验：MLPClassifier分类
7.输入属性的正规化处理
8.实验：客户流失分词(分类)
9.实验：汽车价格预测(回归)

四、深度学习技术原理

1.深度神经网络的用途
2.深度学习训练过程
3.深度学习框架
4.TensorFlow安装使用
5.数据读入与预处理
6.使用Keras搭建神经网络
7.dropout的作用
8.Softmax函数
9.主要训练参数
10.模型保存与加载
11.实验：手写识别

五、卷积神经网络

1.卷积神经网络CNN原理
2.卷积核与卷积过程
3.池化层与全连接层
4.卷积网络结构
5.典型卷积网络介绍
6.实验：手写识别
7.实验：动物识别
8.查看模型结构

六、循环神经网络

1.循环神经网络RNN原理
2.双向循环神经网络
3.长短时记忆网络LSTM
4.LSTM神经单元详解
5.GRU神经网络
6.实验：预测正弦值
7.查看模型结构

七、深度学习应用与展望

1.时间序列预测
2.文本情感分析
3.深度学习发展趋势
4.AIGC与大模型


人工智能大模型原理与应用（中级）
一、大模型概述

1.大模型背景与发展趋势
2.大模型的分类
3.大模型与AIGC
4.大模型应用
5.大模型与搜索引擎
6.大模型产业地图
7.大模型概况
8.实验：在线使用大模型

二、大模型面临的挑战

1.不可能三角
2.大模型幻觉
3.大模型能源消耗
4.数据泄露
5.有害内容
6.版权问题

三、大模型运行原理

1.ChatGPT简介
2.Ollama极简运行大模型
3.什么是Token
4.大模型生成内容原理
5.temperature参数
6.实验：通过API调用大模型
7.大模型构建方式

四、大模型提示词工程

1.提示词与提示词工程
2.提示词原则
3.零样本提示与少样本提示
4.思维链与思维树
5.常用提示词框架
6.提示词示例
7.提示词攻击

五、大模型开源生态

1.开源大模型vs闭源大模型
2.大模型开源社区
3.实验：模型下载与使用4.LangChain简介
5.实验：LangChain调用大模型API

六、检索增强生成RAG

1.什么是RAG
2.文本嵌入原理
3.向量数据库
4.实验1：使用平台搭建RAG
5.实验2：LangChain开发RAG6.知识图谱与GraphRAG

七、大模型Agent技术

1.什么是Agent
2.Agent的组成
3.Agent应用
4.实验：Coze创建Agent
5.实验：代码实现Agent


人工智能大模型训练与优化（高级）
一、大模型运行原理回顾

1.ChatGPT简介
2.演示：本地极简运行大模型
3.什么是Token
4.大模型生成内容原理
5.temperature参数
6.实验：通过API调用大模型

二、大模型技术基础

1.大模型技术框架
2.自然语言处理NLP
3.词嵌入与文本嵌入
4.实验：中文文本嵌入
5.计算机视觉与语音
6.神经网络原理
7.深度学习概述
8.强化学习概述

三、大模型核心技术原理

1.自注意力机制
2.Transformer架构
3.GPT原理
4.Bert原理
5.MoE架构

四、大模型预训练

1.大模型构建过程
2.预训练基础
3.数据准备
4.模型架构
5.预训练任务
6.参数优化设置
7.高效训练技术

五、大模型微调

1.大模型微调基础
2.指令数据的构建
3.参数高效微调PEFT
4.实验：微调Qwen大模型

六、模型对齐与压缩

1.人机对齐的背景
2.基于人类反馈的强化学习RLHF

3.知识蒸馏与模型剪枝
4.模型量化
5.实验：大模型量化

七、大模型推理与部署

1.大模型推理基础
2.解码策略
3.大模型部署
4.实验：部署Qwen大模型



人工智能核心技术（高级）
一、机器学习基础及实战

1.机器学习的开发过程
2.监督学习的处理模式
3.无监督学习的处理模式
4.机器学习模型的开发步骤
5.机器学习模型开发的要点
6.分类.回归

7.时间序列分析.关联分析聚类与降维
1、 
二、深度学习

1.神经元与神经网络
2.激活函数的点火机制
3.Sigmoid函数与参数优化4.Tensorflow实现感知机
5.Keras实现感知机
6.PyTorch实现感知机
7.Fashion-MNIST图像识别
8.TensorFlow构建图像识别网络模型
9.Keras构建图像识别网络模型
10.PyTorch构建图像识别网络模型

三、卷积神经网络与图像识别

1.卷积神经网络的结构
2.基于TensorFlow构建CNN
3.基于Keras构建CNN
4.基于PyTorch构建CNN

四、YOLO与目标识别

1.CNN识别普通物体的结构
2.模型调优提高物体识别精度
3.YOLO介绍与版本安装
4.基于YOLO物体检测
5.Labelimg物体标注
6.目标检测与检测结果保存

五、知识图谱的存储与检索

1.知识图谱数据库
2.知识图谱存储方法
3.基于Neo4j的知识存储实践
4.开源知识存储工具理论与实践

六、TransFormer架构解析

1.各种注意力的应用
2.编码器输入与位置编码
3.编码器的内部结构
4.训练自己的TransFormer模型

七、HuggingFace平台介绍与使用

1.HuggingFace平台简介与生态系统
2.HuggingFace数据集库
3.Transformers库的使用
4.模型部署与推理API


AI大模型全栈技术（高级）
一、大模型理论知识
1. 大模型起源与发展
2. 2.GPT模型家族：从始至今
3.大模型-GPT-ChatGPT的对比介绍
4.大模型最核心的三项技术：模型、微调和开发框架
5.OpenAl文本模型A、B、C、D四大模型引擎简介
6.最强Embedding大模型text-embedding-ada模型介绍
7.中文大模型生态介绍与GLM130B模型
二、自注意力机制、Transformer模型、BERT模型
1. RNN-LSTM-GRU等基本概念
2. 2.自注意力机制详解
3.无监督预训练、有监督Fine-tuning
4.BERT模型下游任务的网络层设计和训练
5.HuggingFace中BERT模型的推断
[bookmark: OLE_LINK2]6.代码和案例实践：基本问答系统的代码实现、深入阅读理解的代码实现、段落相关性代码实现
三、GPT1、GPT2、GPT3、ChatGPT原理与实战
1.监督微调（SFT）模型
2.简单提示、小样本提示、基于用户的提示
3.RLLHF技术详解（从人类的反馈中学习）
4.聚合问答数据训练奖励模型（RM）
5.PPO、InstructGPT遵循用户意图使用强化学习方案
6.GPT1-GPT2-GPT3-InstructGPT的-chatGPT的技术关系
7.代码和案例实践：
使用ChatGPT打造你的私人聊天助理
演示提示词技巧，翻译器润色器、JavaScript控制台
网站定制chatgpt-web
四、Embedding模型实战
1.大模型技术浪潮下的Embedding技术定位
2.Embedding技术入门介绍
3.OpenAlEmbedding模型与开源Embedding框架
4.两代OpenAlEmbedding模型介绍
5.借助Embedding进行特征编码
6.Embedding结果的可视化展示与结果分析
【实战】借助Embedding特征编码完成有监督预测
【实战】借助Embedding进行推荐系统冷启动
【实战】借助Embedding进行零样本分类与文本搜索Embedding模型结构微调优化，借助CNN进行Embedding结果优化
【企业级实战】海量文本的Embedding高效匹配
五、LLM应用程序技术栈和提示词工程PromptEnginerring
1.Weaviate、Vespa和Qdrant等开源系统
2.新兴的大语言（LLM）技术栈
3.LLM终端
4.LangChain的主要功能及模块
5.代码和案例实践：LLM大模型的使用、Prompts的设计和使用
六、LangChain的使用
1.LangChain介绍
2.知识冲突的处理方式
3.向量化计算可采用的方式
4.向量数据库问答的设计
5.动手实现知识问答系统
6.代码和案例实践：动手实现知识问答机器人、LangChain文本摘要、PDF文本阅读问答
七、国产大模型ChatGLM
1.新一代GLM-4模型入门介绍
2.CharGLM、CogView.Embedding模型介绍
3.GLM4调用函数全参数详解
4.GLM4接入互联网web_search方法
【实战】基于GLM4打造自动数据分析Agent
【实战】基于GLM4的自然语言编程实战
【实战】基于GLM4Functioncall的用户意图识别
【实战】基于GLM4的长文本读取与优化
八、Sora大模型技术优势
图像生成和应用实操

1. 新兴的仿真功能
2.角色和物体的一致性
3.视频内容的连贯性
4.简单影响行为模拟
5.模拟数字世界

应用场景与潜力分析
电影与娱乐产业、游戏开发、教育与培训、广告与营销、科学研究与模拟、生成数据、提示函数、FunctionCalling、提示工程在模型上的应用、AI聊天社交应用、AI辅助文章创作、迅捷AI写作、ChibiAI、AI办公智能助手、GrammaAI、AI艺术领域创作
九、大模型企业商用项目实战讲解

大数据挖掘技术（高级）
一、数据分析实战

1.零基础学Python
2.数据分析方法论
3.第三讲 数据处理技法

二、数据挖掘理论及核心技术

1.认识数据挖掘
2.Pandas进行数据预处理

三、大数据算法原理及案例实现（1）

1.特征降维算法及Python实现
2.决策树算法及Python实现

四、大数据算法原理及案例实现（2）
1.好莱坞百万级影评数据分析与电影推荐实现（实战部分）
2.航空公司客户价值分析（K-Means实战
3.机器学习神器：XGBoost 构建金融反欺诈模型
五、 AI对话式数据分析与挖掘实战
1.Pandas AI通过自然语言交互实现数据分析
2.ChatExcel（Excel AI处理方向）
3.Julius AI (对话式数据分析助手)
六、数据分析可视化与AI生成数据分析报告 
4.DeepSeek生成图表可视化主题描述
5.全能AI智能体数据分析与报告撰写（Manus实战）

AI智能体应用开发工程师（中级）
一、AI智能体应用背景

1.人工智能概述                2.人工智能关键要素
3.什么是AIGC
4.大模型概述
5.大模型生成内容原理
6.大模型面临的挑战

二、认识AI智能体

1.什么是AI智能体？
2.AI智能体发展历程
3.AI智能体核心组件
5.AI智能体分类与价值
6.主流开源项目简介

4.AI智能体趋势与挑战
三、AI智能体关键技术

1.提示词与提示词工程
2.提示词原则
3.提示词技巧
4.检索增强生成RAG
5.文本嵌入原理
6.向量数据库

四、oze平台入门实操

1.主要智能体平台对比
2.智能体开发流程
3.Coze平台介绍
4.人设与回复逻辑
5.大模型选型
6.智能体发布
7.实战：对话式创建智能体

五、知识库与记忆机制

1.知识库原理与实践
2.四大记忆机制
3.变量
4.数据库
5.长期记忆
6.文件盒子

六、插件与工作流

1.智能体平台插件系统
2.工作流原理与架构
3.工作流基础操作
4.大模型节点
5.逻辑控制节点
6.实战：自媒体图文创作


AI智能体应用开发工程师（高级）
一、AI智能体技术基础

1.大模型概述
2.大模型生成内容原理
3.大模型面临的挑战
4.检索增强生成RAG
5.文本嵌入原理
6.向量数据库

二、AI智能体开发平台

1.AI智能体定义
2.AI智能体核心组件
3.智能体平台分类
4.零代码开发平台Coze
5.工作流自动化工具n8n

三、Dify开发平台

1.Dify是什么？
2.Agent开发功能
3.Dify开发者生态
4.Dify环境部署
5.Dify主要应用类型
6.Dify知识库
7.实战：资源本地化客服对话系统

四、Dify高级应用开发

1.Dify工作流详解
2.MCP工作原理
3.Dify平台调用MCP
4.实战：火车票查询Agent
5.Dify开发指南
6.多Agent协作
7.实战：旅游攻略机器人

五、LangChain开发基础

1.LangChain概述
2.环境安装与配置
3.大模型应用开发
4.提示词工程
5.链式调用原理
6.文档处理系统
7.实战：企业内部知识库助手

六、LangChain进阶

1.自定义输出与解析
2.LangChain智能体架构
3.ReAct Agent
4.复杂流程控制
5.实战：文档问答系统
6.LangChain生态系统全景
































